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Abstract 20 

 21 

A variety of hypotheses for explaining the observed Antarctic sea ice expansion over the 22 

period of continuous satellite monitoring and corresponding model-observation discrepancy 23 

have been proposed, but the issue remains unresolved. Here, by comparing multiple Large 24 

Ensembles of model simulations with available observations, we show that Antarctic sea ice 25 

has expanded due to ocean surface cooling associated with multi-decadal variability in the 26 

Southern Ocean that temporarily outweighs the opposing forced response, along with sub-27 

iceshelf melting and stratospheric ozone depletion. In both observations and model 28 

simulations, the multi-decadal variability in the Southern Ocean is closely linked to internal 29 

variability in the tropics, especially in the Pacific, via atmospheric teleconnections. The 30 

linkages are, however, distinctly weaker in simulations than in observations, accompanied by 31 

a distinctly stronger global-mean warming response in simulations resulting from model 32 

biases and weaker tropical internal variability. Thus, the forced response dominates in 33 

simulations, resulting in apparent model-observation discrepancy.  34 

 35 

 36 

 37 

 38 

  39 
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Introduction 40 

Continuous satellite observations since ~1979 indicate a pronounced interhemispheric 41 

asymmetry in sea ice change, with a modest expansion in the Southern Ocean (SO) despite 42 

the global warming trend
1,2

. Unlike the marked sea ice decline in the Arctic, the Antarctic sea 43 

ice expansion, which is accompanied by an overall cooling of sea surface temperature (SST) 44 

in the SO
36

, has not been reproduced by climate models over 19792014, under historical 45 

forcing
712

. Considering that Antarctic sea ice changes affect ocean-atmosphere heat and 46 

momentum exchanges, ocean carbon uptake, ecosystems, and the thermohaline circulation
13

, 47 

this marked discrepancy may have serious implications for the credibility of near-term 48 

model-projected climate change. 49 

It has been suggested that Antarctic sea ice expansion has been due to increased 50 

freshwater fluxes
1421

 and changes in the Southern Annular Mode and associated SO 51 

circulation changes
5,2227

, with this triggered by increased greenhouse gas concentrations and 52 

human-induced stratospheric ozone depletion. Although model deficiencies in representing 53 

these mechanisms cannot be ruled out
8,9,28,29

, several other studies have suggested that the 54 

Antarctic sea ice expansion may have arisen from internal climate variability
3,4,7,9,11,30,31

, with 55 

this tied in part to climate variability in the Pacific and Atlantic Oceans
12,3240

. The recent 56 

multi-year Antarctic sea ice decline
2,8,36,4143

 seems to fit into this view. However, both the 57 

main cause of the satellite-observed sea ice expansion, whether external forcing or internal 58 

variability, and the question of why models fail to reproduce observations under historical 59 

forcing, remains unresolved
13,16,17,4447

. Based on the fact that regional patterns of sea ice 60 

trends are mainly governed by wind fields
48

, ref. 26 demonstrated that applying realistic wind 61 

forcing along with realistic SSTs is essential for reproducing the observations. This implies 62 

that climate models may have deficiencies in representing teleconnection processes that 63 

affect SO wind and SST fields. 64 
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One of the major obstacles to resolving these issues is the inherent difficulty in 65 

separating the observed changes over the relatively short historical period (i.e., 19792014) 66 

into externally forced changes and internal variability. As the influence of internal 67 

variability on long-term trends diminishes with increasing time span
49

 (Supplementary Text 68 

1), we employ a long-term SST record in the SO (19502020) as a proxy for Antarctic sea 69 

ice. Here, using the long-term proxy record and large-ensemble climate model simulations, 70 

we attempt to elucidate the main processes responsible for the satellite-observed sea ice 71 

expansion and the causes of the model-observation discrepancy.  72 

 73 

Results 74 

Sea Ice and SST Changes in the Southern Ocean 75 

Before delving into the causes of the observed sea ice expansion, we examine annual-76 

mean total sea ice extent (SIE) and SO (south of 50S) SST trends over 1979–2014, for 77 

which continuous satellite observations are available and each of the models analyzed in this 78 

study is represented by more than 15 ensemble members (Methods). The satellite 79 

observations indicate a statistically significant sea ice expansion at a rate of 0.223±0.08710
6
 80 

km
2
 decade

-1
 over this period (Fig. 1a, solid line in red), which is not captured by the model 81 

simulations analyzed in this study (dark blue boxes tagged as Hist in Fig. 1a). A marked 82 

model-observation discrepancy is also apparent over periods other than 1979–2014, but this 83 

discrepancy doesn’t appear to grow further with increases in time span (Fig. 2a). Moreover, 84 

the observed SIE trend over 1979–2020 is not statistically significant, raising a question 85 

about the argument that the sign of model-simulated forced response is incorrect.  86 

The satellite-observed Antarctic sea ice expansion over 1979–2014 results from large 87 

increases in the Indian and West Pacific sectors, especially in the Ross Sea, despite moderate 88 

decreases in the Amundsen and Bellingshausen Seas (Fig. 3a). As noted in previous 89 
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studies
3,4,6

, the overall expansion of Antarctic sea ice occurred along with surface cooling in 90 

the SO (red lines in Fig. 1b), particularly in the Pacific sector (Fig. 3b). In contrast, the 91 

model-simulated forced response exhibits spatially coherent sea ice decline (Fig. 3c) and 92 

ocean surface warming (Fig. 3d) over the same period, which is consistent with increasing 93 

global temperatures, although inter-model spread is substantial. Note that all models analyzed 94 

in this study fail to capture the observed SIE/SST trends (dark blue boxes tagged as Hist in 95 

Extended Data Figs. 1a and 1d).  96 

To determine whether the model-observation discrepancy arises from an insufficient 97 

number of ensemble members or from external forcing, model-simulated trends under pre-98 

industrial conditions are computed from all possible overlapping 36-year segments of 99 

corresponding pre-industrial control runs (dark blue boxes tagged as PI in Figs. 1a and 1b and 100 

Extended Data Figs. 1b and 1e). The observed SIE/SST trends over 1979–2014 lie within the 101 

range simulated by climate models in the absence of external forcings, in line with previous 102 

studies suggesting that the observed sea ice expansion can be accounted for by internal 103 

variability alone
9,23

. Next, assuming that internal variability is state-independent, the 104 

distribution in the PI case is adjusted by adding the ensemble-mean trend (Supplementary 105 

Table 2), which can be regarded as externally forced response, for each model over 1979–106 

2014 (dark blue boxes tagged as PI + Forced in Figs. 1a and 1b and Extended Data Figs. 1c 107 

and 1f). Note that adding the forced response causes most climate models to fail in capturing 108 

the observed trends (Extended Data Figs. 1c and 1f). These results imply that the model-109 

observation discrepancy stems from either an overestimated forced response or 110 

underestimated internal variability in model simulations, rather than insufficient ensemble 111 

size.  112 

The potential overestimation of model-simulated SIE decrease can arise from not only 113 

missing freshwater forcing in simulations
21

, but also model biases in the global-mean 114 
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warming response
9,28

. Scatterplots of the SIE trends with corresponding global-mean 115 

warming trends over 19792014 (Fig. 2b) and 19792020 (Fig. 2c) suggest that as noted in 116 

ref. 9, the global-mean warming response is distinctly stronger in model simulations and 117 

thereby contributes to the model-observation discrepancy in SIE trends. The mismatch in the 118 

global-mean warming response appears to stem primarily from biases in model climate 119 

sensitivity
9
, but part of the mismatch may arise due to internal variability. For instance, the 120 

time evolution of the CESM2 ensemble-mean, annual-mean global-mean surface temperature 121 

anomaly over 19502020, which can be regarded as a forced response, agrees well with 122 

observations (Extended Data Fig. 2a). However, the difference between observations and the 123 

CESM2 ensemble mean, which can be regarded as internal variability, exhibits a strong 124 

negative trend over 19792014 (Extended Data Fig. 2b), implying that the apparent model-125 

observation discrepancy in the Antarctic SIE trend can be caused by internal variability 126 

through a mismatch in global-mean warming trends. In fact, pacemaker experiments 127 

(Methods), in which observed SST anomalies in the eastern equatorial Pacific were 128 

assimilated, demonstrate that this negative trend can be driven by SST variability in the 129 

eastern equatorial Pacific (Extended Data Fig. 2c), in agreement with previous studies
50

. 130 

These results therefore suggest that the model-observation mismatches in both SIE and 131 

global-mean warming responses can be attributed in part to tropical internal variability. 132 

To determine whether the observed SIE expansion over 19792014 can be explained by 133 

internal variability, the time evolution of the annual-mean SIE anomaly in the observations 134 

with respect to the 19792020 climatology is compared with the model simulations (Fig. 1c). 135 

While the ensemble-mean changes exhibit a largely monotonic decline over time (solid lines 136 

in color other than red), the observations (red lines) suggest a substantial multi-decadal 137 

variability
3,4,7

 over 19642020. According to the NSIDC G02135 data (solid line in red), the 138 

observed expansion over 19792014 was virtually cancelled out by a precipitous decline over 139 
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the subsequent years and since then has returned to mean values for the satellite 140 

record
2,8,9,41,43

. Furthermore, the NSIDC-0192 (dashed line in red) and G00917 (dash-dotted 141 

line in red) data indicate that the observed expansion over 19792014 was preceded by a 142 

marked decline in the 1970s. As noted in ref. 7, the Nimbus-1 SIE anomaly for September 143 

1964 (red dot) further suggests that the observed expansion over 19792014 was driven by 144 

internal variability. Although the observed short-term trends are not always in agreement 145 

with model simulations, the sign of the observed changes over 19642020 is broadly 146 

consistent with the models’ forced response.  147 

Due to the absence of continuous satellite observations before 1979, it is not possible to 148 

quantify sea ice changes over the entire 70-year period. However, considering the close 149 

relationship between SIE and SST changes, comparisons of SST observations with the 150 

model’s forced response can shed light on observed sea ice changes. The sign of the observed 151 

long-term SST changes over the entire 70-year period largely agrees with the model’s forced 152 

response (Fig. 1d). As shown in ref. 3, a strong contrast in the sign of observed SST trends is 153 

found between 19501978 (orange lines, warming) and 19792014 (red lines, cooling) in Fig. 154 

1b, with the positive trends in the former period implying overall Antarctic sea ice reduction, 155 

as in the model simulations (yellow green boxes tagged as Hist in Fig. 1a and Extended Data 156 

Fig. 1a). In contrast, model simulations consistently exhibit SST increases, with the latter 157 

period showing a substantially enhanced warming (Extended Data Figs. 1d and 1f). 158 

Interestingly, the observed SST warming over 19501978 is noticeably stronger than the 159 

model’s forced response, implying that the influence of internal variability and greenhouse 160 

gas forcing on SSTs acted in the same direction. These characteristics provide further support 161 

for the argument emphasizing a role for internal variability.  162 

 163 

Connections with Tropical Internal Variability 164 
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The overall expansion of Antarctic sea ice and concurrent ocean surface cooling in the 165 

SO over 19792014 was accompanied by distinct cooling in the central-to-eastern tropical 166 

Pacific and pronounced warming in the Northwest/Southwest Pacific and the North Atlantic 167 

(Figs. 3a and 3b). This implies the potential linkages between the observed changes in the SO 168 

and the Interdecadal Pacific Oscillation (IPO, Methods) and Atlantic Multidecadal Variability 169 

(AMV, Methods), as suggested by previous studies
3240

 and discussed in depth in ref. 51. We 170 

examine whether the unforced components of SO sea ice and SST changes are linked 171 

primarily to the IPO and AMV.  172 

Assuming that the linear trends of SST over 19502020 represent the forced response, 173 

internal variability is estimated at each grid point through linear detrending. The detrended 174 

timeseries of the observed SO-mean SST anomaly indicate the presence of multi-decadal 175 

variability (red lines in Fig. 4a) along with strong negative trends over 19792014, which 176 

appear to be closely linked to markedly reduced global-mean warming response over the 177 

same period (Extended Data Fig. 2). The correlation between the detrended SST timeseries at 178 

each grid point and the corresponding SO-mean timeseries over 19502020 confirms the 179 

connection of the SO SSTs to both the IPO and AMV (Fig. 4b). The spatial patterns of 180 

regression slope against the AMV (Extended Data Fig. 3a) and IPO (Extended Data Fig. 3b) 181 

indices further highlight these connections, which are also evident in other 182 

reconstructed/reanalysis datasets (Extended Data Fig. 4). The Pacific sector is mainly linked 183 

to the IPO during all seasons, while the Atlantic sector appears to have been more sensitive to 184 

the AMV, especially, in austral summer and fall (Extended Data Fig. 5). 185 

The forced response is unlikely to be linear over time, in particular for SIE
52

. Thus we 186 

also identify the internal variability component by subtracting off, for each grid point and 187 

year, the simulated ensemble-mean of annual-mean SST anomalies over 19502020. Despite 188 

inter-model discrepancies in the forced response, especially anthropogenic aerosol-cloud 189 
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interactions
53

, the resulting unforced component of SST changes in the SO is highly 190 

correlated with both IPO and AMV (Extended Data Figs. 3c-h).  191 

To examine whether similar relationships hold in climate models, regression coefficients 192 

of SST and sea ice concentration changes against the AMV and IPO indices are computed for 193 

each model using their pre-industrial control run output. The regression slopes against the 194 

AMV index exhibit a substantial inter-model discrepancy in terms of spatial patterns and sign 195 

(Extended Data Figs. 6 and 7, left panels), implying that the AMV signal may not be robust 196 

in Antarctic sea ice
10

. In contrast, all models reasonably depict the connection of SST and sea 197 

ice concentration in the Pacific sector to the IPO
10,12,36,37 

(Extended Data Figs. 6 and 7, right 198 

panels). However, unlike in the observations (Extended Data Fig. 3b), the IPO regression 199 

coefficients over the Pacific sector of the SO are noticeably smaller than those over the 200 

central-to-eastern tropical Pacific in the simulations (Extended Data Fig. 6, right panels). 201 

Moreover, the IPO tends to exert a weaker influence over the SO, particularly over the 202 

eastern Pacific sector, in the simulations. To assess these discrepancies more quantitatively, 203 

SST trends congruent with the observed IPO and AMV trends over 19792014 (Methods) are 204 

computed using the multiple linear regression coefficients from both observations and model 205 

simulations under pre-industrial conditions (Figs. 4c and 4d). Cooling is pronounced in the 206 

Pacific sector of the SO for both observations and simulations, but the IPO and AMV-207 

induced SO-mean cooling is distinctly weaker (~70%) in the simulations with large inter-208 

model spread (Extended Data Fig. 8). A similar model-observation discrepancy is found in 209 

the congruent sea ice concentration trends (Extended Data Fig. 9). These discrepancies imply 210 

potential model deficiencies in representing IPO/AMV-linked teleconnection processes. 211 

Given that this period coincides with the AMV and IPO phase transitions (Fig. 4a), 212 

despite potential model deficiencies, we further investigate whether the AMV and IPO phase 213 

transitions can explain part of the observed changes using output from idealized coupled-214 
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model SST forcing experiments (Methods). In agreement with previous work on how the 215 

AMV and IPO are linked to Antarctic sea ice changes
36,37,39,40

, a negative-to-positive phase 216 

transition of the AMV leads to modest sea ice expansion and surface cooling in the West 217 

Pacific sector, while sea ice decline and surface ocean warming in the Amundsen and 218 

Bellingshausen Seas is associated with an intensification of the Amundsen Sea Low (Fig. 5a-219 

c). We note, however, that these AMV-induced changes are not robust. Although the spatial 220 

pattern is noticeably different from observations, a positive-to-negative phase transition of the 221 

IPO results in an overall sea ice expansion and surface cooling and a marked deepening of the 222 

Amundsen Sea Low (Fig. 5d-f), which has been linked to atmospheric Rossby waves 223 

emanating from the tropical Pacific
32,3538

. In addition, a strengthening of westerlies at ~60S 224 

and related enhanced northward Ekman transport (Fig. 5f) are likely to facilitate sea ice 225 

expansion during cold seasons
54

.  226 

To further illustrate that internal climate variability is responsible, in part, for the 227 

opposing SST/SIE trends between 19501978 and 19792014, we also analyzed coupled-228 

model pacemaker experiments. Although year-to-year fluctuations are substantial and the 229 

long-term trend is weak (and the impact of equatorial Pacific SSTs on Antarctic sea ice trends 230 

could be model-dependent
27

), these model simulations broadly reproduce the opposing 231 

SST/SIE trends between the two periods (Fig. 4a and Extended Data Fig. 10).  232 

 233 

Summary and Discussion 234 

In this study, we provide compelling evidence that the observed Antarctic sea ice 235 

expansion over 19792014 occurred, in large part, as a result of internal variability, linked to 236 

the IPO and/or AMV, overpowering temporarily the forced response. In contrast, tropical 237 

teleconnections to the SO are distinctly weaker, in general, in model simulations. We also 238 

emphasize that part of the model-observation mismatch in global-mean warming response is 239 
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attributable to tropical internal variability
50

. This implies that skillful near-term decadal 240 

prediction of Antarctic sea ice change should, to some degree, be contingent upon improving 241 

the representation of processes controlling internal variability
26

. Since model biases in ocean 242 

stratification and westerlies, among many others, can affect both internal variability and 243 

forced response, correcting such biases is a pre-requisite for improving internal variability 244 

processes. 245 

The phase of IPO shifted from negative to positive around 2015. If the IPO were truly 246 

one of the major factors governing Antarctic sea ice variability, one would expect that the 247 

IPO-induced SIE change over recent years is in the opposite direction to what it was over 248 

19792014. Consistent with this conjecture, recent years have witnessed a rapid decline of 249 

Antarctic sea ice (Fig. 1c), and modeling studies have demonstrated that the recent 250 

turnaround is linked in part to the IPO phase shift
36,42

. 251 

The failure of models to reproduce the observed Antarctic sea ice expansion is attributed, 252 

in large part, to weaker reproduction of large multi-decadal internal variability in the SO. 253 

However, given model biases (including stronger global warming
9
) and model deficiencies, 254 

one should not infer that the observed sea ice expansion can be explained exclusively by 255 

IPO/AMV-linked teleconnections because other factors such as increased freshwater 256 

fluxes
1421

 and stratospheric ozone depletion
22

 might also play important roles. In particular, 257 

the model-observation discrepancy could be caused entirely by missing freshwater fluxes in 258 

model simulations. However, the associated uncertainties are enormous due to the absence of 259 

continuous long-term observations of sub-iceshelf melting and the phasing of freshwater 260 

fluxes. Moreover, the Antarctic sea ice response to freshwater forcing is highly sensitive to 261 

models and implementation method, as reflected in a pronounced inconsistency among 262 

previous modeling studies
1421

. Given strong seasonality and regional differences in the 263 

Antarctic sea ice trend
36,54

, further investigation is required to fully understand Antarctic sea 264 
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ice changes and variability by accounting for all these processes together, which will be 265 

contingent on sustaining a multi-decadal multi-platform observing system and resolving 266 

existing issues in model simulations.  267 

 268 
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Methods 410 

Observational Datasets and Model Simulation Output 411 

The National Snow and Ice Data Center (NSIDC) Sea Ice Index data (version 3, data set 412 

id: G02135) derived from Nimbus-7 SMMR and DMSP SSM/I-SSMIS passive microwave 413 

brightness temperatures
55

 are used to analyze observed changes in Antarctic sea ice extent 414 

(SIE), defined as the total area of pixels with sea ice concentration greater than 15%. The 415 

NSIDC G02135 SIE data are available beginning in November 1978. To examine SIE 416 

changes prior to the period of continuous satellite monitoring, we also used the NSIDC 417 

ESMR-SSMR-SSMI-merged SIE data set (data set id: NSIDC-0192)
56

 over the period 1973–418 

2002, NOAA/NMC/CAC Arctic and Antarctic Monthly Sea Ice Extent digitized from weekly 419 

operational sea ice charts (version 1, data set id: G00917)
57

 over the period 1973–1990, and 420 

SIE for September 1964 from the Nimbus-1 satellite (19.710
6
 km

2
)

58
. According to ref. 58, 421 

the uncertainty range of Nimbus-1 SIE for September 1964 is from 18.9 to 20.410
6
 km

2
, 422 

implying that the SIE in 1964 was larger than in any September measurements since 1979 423 

except for 2013 and 2014. As these products are not intercalibrated, for NSIDC-0192 and 424 

G00917, the mean bias is computed for each calendar month over the respective overlapping 425 

period with NSIDC G02135 and then removed. In the case of the Nimbus-1 SIE for 426 

September 1964, potential biases were not adjusted because there is no overlapping period 427 

with other products. Although the mean bias may not be constant in time over the 428 

overlapping period, the pre-1979 SIE variability shown in Fig. 1c is consistent with previous 429 

studies
59–61

. In addition to these NSIDC products, sea ice concentrations from the Hadley 430 

Centre Sea Ice and Sea Surface Temperature (HadISST) data set
62

 are used to determine the 431 

spatial pattern of the sea ice concentration trend. 432 

Based on the close relationship between SIE and SST changes in the Southern Ocean
3,4,6

, 433 

we also examined multi-decadal variability in Southern Ocean (SO, south of 50ºS) SSTs. To 434 
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account for observational uncertainties due to insufficient in-situ measurements in the SO 435 

prior to the 1980s
3
, we use multiple reconstructed/reanalysis data sets: NOAA’s Extended 436 

Reconstructed Sea Surface Temperature version 5 (ERSSTv5)
63

 over the period 1950–2020, 437 

HadISST
62

 over the period 1950–2020, Centennial in situ Observation-Based Estimates 438 

(COBE) SST2
64

 over the period 1950–2019, and the European Centre for Medium-Range 439 

Weather Forecasts (ECMWF) Reanalysis v5 (ERA5)
65

 over the period 1950–2020. Despite 440 

potential SST uncertainties over the pre-satellite period, the SST variability is broadly 441 

consistent with other independent in-situ observations
3
. In addition, although there is large 442 

spread in SO SSTs among the reconstructed/reanalysis datasets (Figs. 1d and 4a), as shown in 443 

Supplementary Fig. 1, the spread decreases substantially if the SST variability is determined 444 

using only datasets (i.e., ERSST and ERA5) that are consistent with a quality-checked, bias-445 

adjusted non-interpolated dataset (i.e., HadSST4
66

). To represent the time evolution of the 446 

global-mean, annual-mean surface temperature, we use the average of four data sets: 447 

HadCRUT5.0.1.0
67

, GISTEMPv4
68,69

, Berkeley Earth
70

, and NOAA globaltemp v5.0.0
71

. 448 

These observational datasets are listed in Supplementary Table 1. 449 

The observation-based changes in SIE, SSTs and global-mean temperature are compared 450 

to simulated changes from multiple initial-condition Large Ensembles conducted with Earth 451 

system models under historical forcing (and RCP8.5 forcing over the period 20062014 for 452 

some models), in which ensemble members are forced by the same external forcing but with 453 

slightly different initial conditions. Since the imposed external forcing is identical across 454 

ensemble members of a given model, the ensemble-mean change can be regarded as a forced 455 

response to the imposed external forcing. To reduce uncertainties in the estimated forced 456 

response, Coupled Model Intercomparison Project (CMIP) phase 5 (CMIP5) and CMIP6-457 

class models, that have more than 15 ensemble members over the period 1979–2014, are 458 

analyzed in this study: two CMIP5-class
72

 models, i.e., CanESM2 Large Ensemble
73

 and 459 
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Community Earth System Model (CESM) version 1 (CESM1) Large Ensemble
74

, and seven 460 

CMIP6-class
75

 models, i.e., ACCESS-ESM1-5, CanESM5 (with two physics options 461 

available), CESM2 Large Ensemble
76

, EC-Earth3, IPSL-CM6A-LR, NorCPM1, and 462 

UKESM1-0-LL. The number of ensemble members and forcing information are given in 463 

Supplementary Table 2. As shown in Supplementary Fig. 2, the mean seasonal cycle of 464 

Antarctic total SIE over the period 1979–2014, characterized by the maximum around 465 

September and the minimum around February, is broadly consistent with that from NSIDC 466 

G02135, although some models, such as EC-Earth3, exhibit noticeable discrepancies in 467 

amplitude. We also examined the characteristics of unforced variability of sea ice and SSTs 468 

using pre-industrial control simulation output (Supplementary Table 2). 469 

Previous studies have suggested that the Antarctic climate can be affected by climate 470 

variability in the Atlantic and Pacific via atmospheric teleconnections
3238

. To further 471 

enhance our understanding of the potential linkage of sea ice and SST changes in the SO to 472 

Atlantic and Pacific climate variability, we analyzed coupled model simulation output from 473 

the idealized SST forcing experiments conducted as part of the CMIP6 Decadal Climate 474 

Prediction Project (DCPP)
77

. The DCPP SST forcing experiments analyzed in this study are 475 

designed to investigate the response of coupled models to the patterns of Atlantic 476 

Multidecadal Variability (AMV) and Interdecadal Pacific Oscillation (IPO) by restoring 477 

North Atlantic and Pacific SSTs, respectively, to both positive and negative anomaly patterns 478 

of AMV and IPO superimposed on model control-run climatology over a 10-year period. In 479 

addition to the AMV and IPO experiments, we analyzed output from pacemaker experiments 480 

in which the observed SST anomalies in the eastern equatorial Pacific were assimilated over 481 

the period 19502014. As the pacemaker experiments were forced with the same external 482 

forcings as the historical experiments, the deviations from the corresponding historical 483 

experiments largely represent changes due to unforced variability of the eastern equatorial 484 
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Pacific SSTs. More detailed information on these DCPP experiments can be found in ref. 77. 485 

We focus on simulation output for IPSL-CM6A-LR because sea ice fields are available for all 486 

of these DCPP experiments. The number of ensemble members is 25 for the AMV 487 

experiments, 10 for the IPO experiments, and 10 for the pacemaker experiments. 488 

 489 

AMV and IPO 490 

An SST-based AMV (also referred to as AMO) index, defined as low-pass filtered area-491 

averaged North Atlantic (Eq-60N, 80W-0E) SST anomalies, is computed using the 492 

ERSST version 5 data set. A positive AMV phase is characterized by positive SST anomalies 493 

over most of the North Atlantic Ocean. Instead of detrending the SST anomalies to remove 494 

the climate change signal, following ref. 78, we subtracted the global-mean values from 495 

corresponding SST anomalies at each grid point over the North Atlantic. This method is also 496 

applied to the pre-industrial control simulation SST fields from CMIP5 and CMIP6 models. 497 

Although ref. 78 devised this method to avoid errors inherent to the detrending method, the 498 

AMV index computed in this way is also likely to include errors as the externally forced 499 

change is not spatially uniform over the globe.  500 

Based upon the close connection of AMV to the Atlantic Meridional Overturning 501 

Circulation, the AMV has been regarded as internally generated, unforced climate 502 

variability
79,80

. However, North Atlantic climate variability might be driven in part by 503 

changes in external forcing agents such as sulfate aerosols
81

.  504 

Following ref. 82, the IPO index is computed as the low-pass filtered difference between 505 

the SST anomaly averaged over the central-to-eastern equatorial Pacific (10ºS-10ºN, 170ºE-506 

90ºW) and the average of the SST anomaly over the Northwest Pacific (25ºN-45ºN, 140ºE-507 

145ºW) and the Southwest Pacific (50ºS-15ºS, 150ºE-160ºW). This method is applied to both 508 

the ERSST version 5 data set and CMIP5/CMIP6 pre-industrial control simulation SST fields. 509 
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A positive IPO phase is characterized by positive SST anomalies over the central-to-eastern 510 

equatorial Pacific and negative SST anomalies over the Northwest Pacific and Southwest 511 

Pacific. 512 

To determine whether the observed AMV and IPO trends over the period 1979–2014 513 

fall within the range simulated by climate models, histograms of model-simulated AMV and 514 

IPO trends over overlapping 36-year periods are computed using pre-industrial control runs. 515 

A comparison indicates that although the observed trends over the period 1979–2014 lie 516 

within the range simulated by climate models, they are unlikely to occur frequently 517 

(Supplementary Fig. 3). This implies that even if multi-decadal variability linked to the IPO 518 

and/or AMV is accurately represented in climate models, the observed sea ice and SST 519 

changes in the SO might not be captured by model simulations under historical forcing. 520 

 521 

SST Trends Congruent with Observed Trends in the IPO and AMV 522 

SST trends, which are congruent to observed trends in the IPO and AMV, are computed 523 

over the period 1979–2014. First, multiple linear regressions are conducted at each grid point 524 

against both the IPO and AMV, with SST anomalies as the dependent variable over the 525 

period 1950–2020. The resulting regression coefficients for IPO and AMV are then, 526 

respectively, multiplied by the observed IPO and AMV trends over the period 1979–2014 527 

with the sum of the multiplicative products representing the congruent trends. The regression 528 

coefficients derived from climate model simulations under pre-industrial control conditions 529 

are also used to compute the SST trends congruent to the observed IPO and AMV trends. 530 

 531 

Statistical Information 532 

We used the standard least squares linear regression approach to compute correlation 533 

coefficients, regression coefficients, and trends. Statistical significance of the computed 534 
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correlation coefficients, regression coefficients and trends is determined using a two-sided 535 

Student’s t-test at the 95% confidence level with reduced degrees of freedom to account for 536 

autocorrelation in a given time series. In the case of multi-model mean trends or ensemble-537 

mean trends, the significance is determined by checking whether or not the multi-model mean 538 

or ensemble-mean trend exceeds two standard deviations of the trend across the models or the 539 

ensemble members. In Fig. 5, the significance of the response to a phase transition of AMV 540 

or IPO is determined using the Student’s t-test at the 95% confidence level by comparing the 541 

ensemble-mean response in the positive phase SST pattern experiment relative to the 542 

corresponding control experiment and that for the counterpart experiment relative to the 543 

control experiment. 544 

 545 

Data Availability 546 

The NSIDC data are available at https://nsidc.org, the ERSST version 5 data set at 547 

https://psl.noaa.gov/data/gridded/data.noaa.ersst.v5.html, the HadISST data set at 548 

https://www.metoffice.gov.uk/hadobs/hadisst/data/download.html, the COBE SST2 data set 549 

at https://psl.noaa.gov/data/gridded/data.cobe2.html, the ERA5 data set at 550 

https://cds.climate.copernicus.eu, the HadSST4 data set at 551 

https://www.metoffice.gov.uk/hadobs/hadsst4/, the HadCRUT5.0.1.0 data set at 552 

https://www.metoffice.gov.uk/hadobs/hadcrut5/, GISTEMPv4 at 553 

https://data.giss.nasa.gov/gistemp/, NOAA globaltemp v5.0.0 at 554 

https://www.ncei.noaa.gov/products/land-based-station/noaa-global-temp, the Berkeley Earth 555 

data set at http://berkeleyearth.org/data/, the CanESM2 Large Ensemble output at http://crd-556 

data-donnees-rdc.ec.gc.ca/CCCMA/products/CanSISE/output/CCCma/CanESM2/, the 557 

CESM1 Large Ensemble output at https://www.cesm.ucar.edu/projects/community-558 

projects/LENS/, the CESM2 Large Ensemble output at 559 
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https://www.cesm.ucar.edu/projects/community-projects/LENS2/data-sets.html, and the 560 

CMIP6 simulation output at https://esgf-node.llnl.gov/projects/cmip6/. 561 

 562 

Code Availability 563 

Codes used to generate the plots in this paper are available from the corresponding author on 564 

request. 565 
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Fig. 1: Observed and model-simulated changes in annual-mean SIE and SST over the 670 

Southern Ocean (south of 50S). a, Boxplots of model-simulated SIE trends over 29-year 671 

(yellow green) and 36-year (dark blue) periods for three cases: (Hist) trends over 19501978 672 

and 19792014 under historical forcing, (PI) trends for all possible overlapping 29-year and 673 

36-year segments of pre-industrial control runs, and (PI+Forced) PI trends with the674 

corresponding ensemble-mean values for 19501978 and 19792014 added. The box covers 675 

the inter-quartile range with the line inside the box representing the median value across 676 

multi-ensemble models and whiskers denoting the maximum and minimum values. The red 677 

solid line denotes the satellite-observed 19792014 SIE trend with the accompanying dashed 678 

lines representing the standard error of the trend. b, Same as in a, but for SST trends. The 679 

orange solid line denotes the observed 19501978 SST trend averaged over four SST datasets 680 
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(ERSST, HadISST, COBE, and ERA5) with the accompanying dashed lines representing 681 

minimum and maximum trends. The solid and dashed lines in red denote the corresponding 682 

observed SST trends over 19792014. c, Timeseries of SIE anomaly relative to the 683 

19792020 means. The red dot denotes the SIE anomaly for September 1964 from the 684 

Nimbus-1 satellite. For model simulations, lines denote the ensemble-mean anomaly for 685 

individual models. The shading indicates inter-ensemble variability for the CESM2 Large 686 

Ensemble with one and two standard deviations represented, respectively, by dark and light 687 

grey. d, Same as in c, but for SST anomaly. Note the reversed y-axis direction in b and d. 688 

689 

690 
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Fig. 2: Comparison of observed and model-simulated trends in Antarctic SIE and global-691 

mean surface temperature. a, Timescale dependence of the model-observation discrepancy in 692 

the annual-mean Antarctic SIE trend. The abscissa denotes the end year of a given period 693 

starting in 1979. The solid line in red denotes the observed trend with the accompanying 694 

shading representing the standard error of the trend. The solid line in dark blue denotes the 695 

median values of model-simulated trends across multi-ensemble models with the 696 

corresponding inter-quartile and entire range represented, respectively, by dark and light 697 

shading. b, Scatter plot of annual-mean Antarctic SIE trend with the corresponding annual-698 

mean global-mean surface temperature trend over 19792014. While the red dot denotes the 699 

observed trend, smaller dots in dark blue represent model-simulated trends. c, Same as in b, 700 

but for 19792020. 701 

702 

703 
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Fig. 3: Observed and model-simulated trends in annual-mean sea ice and SST over the period 704 

19792014. a,b, Observed trends in sea ice concentration and SST: HadISST (a) and ERSST 705 

(b). c,d, Same as in a and b, but for multi-model mean of the ensemble-mean trends for a 706 

given model. For observations, stippling indicates statistical significance of the computed 707 

trends at the 95% confidence level. For the multi-model mean, stippling denotes regions 708 

where the multi-model mean exceeds two standard deviations of the trend across the models. 709 

710 

711 
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Fig. 4: Multidecadal variability of Southern Ocean SST and its connection to the AMV and 712 

IPO. a, Timeseries of detrended annual-mean Southern Ocean-mean SST changes over 713 

19502020 (red lines). Also shown are timeseries of the AMV index (blue line with sign 714 

reversed), the IPO index (green, multiplied by 0.5), and model-simulated ensemble-mean 715 

Southern Ocean-mean SST changes resulting from observed SST variability in the eastern 716 

equatorial Pacific (purple). The model-simulated response to observed SST variability in the 717 

eastern equatorial Pacific is estimated by subtracting SST changes from coupled historical 718 

experiments with IPSL-CM6A-LR from those obtained from pacemaker experiments where 719 

the observed SST anomalies in the eastern equatorial Pacific were assimilated under the same 720 

forcing as in the historical experiments. b, Temporal correlation of detrended ERSST annual-721 

mean SST change at each grid point with corresponding Southern Ocean-mean change. c, 722 

SST trends over 19792014, which are linearly congruent with the observed IPO and AMV 723 

trends over 19792014. The congruent trends are estimated by summing up the multiplicative 724 

product of the observed IPO trend and the regression coefficient for the IPO at each grid 725 

point in the multiple linear regression of detrended SST anomalies against the IPO and AMV 726 

indices and that for the AMV. d, Same as in c, but with the regression coefficients derived 727 

from multi-model pre-industrial control runs. Stippling indicates statistical significance of the 728 

correlation coefficients at the 95% confidence level in b, and regions where the multi-model 729 

mean trend exceeds two standard deviations of the trend across the models in d. 730 

731 
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Fig. 5: Influence of internal variability in the Atlantic and Pacific on sea ice, SST, and 732 

circulation in coupled model simulations. a, Response of sea ice concentration to a negative-733 

to-positive phase transition of the Atlantic Multidecadal Variability in idealized SST 734 

restoring experiments with IPSL-CM6A-LR. The response is computed by subtracting 735 

annual-mean sea ice concentration changes averaged over a 10-year period in the negative 736 

phase SST pattern experiment, in which North Atlantic SSTs are restored to negative AMV 737 

anomaly superimposed on model control-run climatology, relative to the corresponding 738 

control experiment, in which North Atlantic SSTs are restored to model control-run 739 

climatology, from that in the counterpart positive phase experiment. b, Same as in a, but for 740 

SST response. c, Same as in a, but for sea level pressure (shading), surface winds (vectors), 741 

and 300-hPa geopotential height (contours) responses. d-f, Same as in a-c, but for responses 742 

to a positive-to-negative phase transition of the Interdecadal Pacific Oscillation. In a-f, 743 

stippling denotes regions where the change is statistically significant at the 95% confidence 744 

level. In c and f, surface wind and 300-hPa geopotential height changes are shown over 745 

regions where the change is statistically significant at the 95% confidence level.  746 

747 

748 


	Title page
	Abstract
	Introduction
	Results
	Sea ice and SST changes in the Southern Ocean
	Connections with tropical internal variablity
	Summary and Discussion
	References
	Methods
	Observational datasets and model simulation output
	AMV and IPO
	SST trends congruent with observed trends in the IPO and AMV
	Statistical information
	Data availability
	References
	Acknowledgments
	Figure 1
	Figure 2
	Figure 3
	Figure 4
	Figure 5



